
Artificial intelligence (AI) is increasingly recognized as a novel tool for enhancing psychotherapy,
particularly for adolescents. The integration of AI-based platforms into mental health care promises
improved accessibility, personalized interventions, and support for therapeutic processes. We aimed to
evaluate the usability, safety, and preliminary effectiveness of a novel AI-assisted psychotherapy
intervention in adolescent populations, with a focus on ethical considerations, user profiles, and limitations.
We conducted a theoretical analysis of AI integration in psychotherapy, focusing on its potential application
among adolescents, current ethical debates, and user patterns, particularly in post-pandemic contexts.
Adolescents aged 16–25 years, who are highly immersed in digital environments, appear to be most open
to using AI platforms for psychological support. The use of AI may enhance therapeutic access; however,
limitations include a lack of emotional intelligence, reduced therapist involvement, and vulnerability to
unethical data usage. Concerns also arise regarding the commodification of mental health through
commercially driven AI applications. AI-supported psychotherapy for adolescents holds great potential but
must remain adjunctive and ethically grounded. Further empirical research is necessary to ensure the
safety, therapeutic efficacy, and ethical integrity of AI technologies in psychiatric care.
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INTRODUCTION

Psychotherapy remains a primary psychological therapy
aimed at assisting individuals with a wide range of mental
states and disorders. As digital health technologies evolve,
artificial intelligence (AI) has introduced new avenues for
enhancing the accessibility, personalization, and scalability
of psychotherapeutic care. Unlike traditional methods that
rely on in-person sessions, AI-based solutions have shown
promise in delivering structured, evidence-based
interventions through digital interfaces, including mobile
apps and conversational agents (1).

Role of AI in modern psychotherapy

Recent studies have demonstrated that AI-enabled tools
can be particularly effective in managing symptoms of
depression and anxiety by replicating key therapeutic
mechanisms, such as cognitive restructuring, behavioral
activation, and emotional support, through automated
digital platforms (1-3). For instance, chat agents like
Woebot and Tess have yielded promising outcomes in
reducing psychological distress among young adults,
providing consistent, immediate, and stigma-free support
without requiring therapist involvement (1,3).
Despite the broader acceptance of AI in general medicine,
its integration into mental healthcare remains in its early
development stages. Many systems are still undergoing
evaluation for clinical efficacy, ethical compliance, and
long-term engagement (4-6). A key advantage of AI in
psychotherapy is its ability to provide low-barrier
interventions in underserved populations, particularly in
low- and middle-income countries where mental health
professionals are scarce (7).
Nevertheless, significant ethical considerations must be
addressed before AI systems can be fully integrated into
routine clinical practice, particularly in psychotherapy.
These include concerns regarding data privacy, algorithmic
bias, obtaining informed consent, and the preservation of
patient autonomy and dignity (8,6,9,10). Furthermore,
because AI lacks human empathy and nuanced clinical
judgment, current guidelines recommend using it as a
supportive tool rather than a replacement for human
therapists (4,11).

Key milestones in the integration of AI into psychotherapy

The necessity for digital mental health interventions
became particularly evident during the COVID-19 pandemic 

and associated global lockdowns. Movement restrictions,
combined with a surge in demand for psychotherapeutic
services and a simultaneous shortage of trained
professionals, resulted in a mental health emergency on a
global scale (12). Even high-income countries found
themselves underprepared for the rising need. The
integration of AI into mental health treatment, particularly
through digital psychotherapy applications, could emerge
as a promising solution for low- and middle-income
countries, offering a more accessible and cost-effective
method to deliver psychological support (13). Digital
psychotherapy using AI can be more cost-effective,
accessible, and available than traditional methods,
providing a significant advantage in developing countries
where access to licensed psychotherapists is often limited
or expensive. The use of AI in mental health could enable
the automation of therapy sessions, such as those
employing acceptance and commitment therapy, which
has shown efficacy in reducing symptoms of depression
and anxiety, particularly among adolescents (13). Despite
these promising prospects, the long-term efficacy of these
digital therapies remains uncertain, especially in terms of
maintaining therapeutic engagement and achieving
sustained therapeutic outcomes. While early studies
suggest improvements in treating depression and anxiety
disorders, it is important to consider that these systems
cannot replace human interaction and the personal
empathy of a therapist (14).

AI and the diagnosis and treatment of mental disorders

The diagnostic process in psychiatry primarily relies on
clinician-patient communication and behavioral
observation. Psychiatric diagnoses are inherently
interpretative, based on symptom clusters and consensus-
driven diagnostic criteria. AI offers the potential to
significantly improve diagnostic accuracy by objectively
analyzing real-time data, including verbal and non-verbal
communication, affective expression, and cognitive
functioning (15, 16). Furthermore, AI systems may provide
more consistent assessments of suicide risk (17).
On the therapeutic front, psychiatric treatment generally
involves facilitating motivation, building adaptive coping
strategies, modifying maladaptive habits, fostering
psychological insight, and managing dysfunctional
biological patterns, often through pharmacotherapy. The
therapeutic relationship remains the primary agent of
change, with the clinician’s empathy and judgment being  
central to treatment success (18). However, AI-enhanced
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systems may improve treatment outcomes, particularly in
depression and anxiety disorders, by simulating
therapeutic engagement and facilitating meaningful
interaction (19). Recent studies suggest that AI tools like
Wysa show promising results in enhancing digital mental
well-being through conversational empathy. Nevertheless,
it remains unclear whether such effects are sustainable
over time, as this area of research is still in its early stages
(20).

User profiles, ethical challenges, and evidence of AI
usability

The rapid and irreversible advancement of artificial
intelligence (AI) in mental health care raises complex ethical
considerations. Core principles such as patient autonomy,
equitable access to care, protection from discrimination,
preservation of dignity, and data privacy must be thoroughly
addressed before AI systems are integrated into clinical
practice. Warrier et al. highlight the significance of these
ethical aspects, emphasizing the need for privacy,
impartiality, transparency, responsibility, and the physician–
patient relationship in the context of AI in mental health (21).
Alfano et al. emphasize the ethical implications of AI in
psychotherapy for adolescents, underscoring the delicate
balance between technological intervention and the
preservation of the therapeutic alliance (22). Additionally,
Yan et al. discuss the challenges of accurately recognizing
mental disorders through AI applications, highlighting that
AI's current limitations pose significant obstacles in clinical
settings (23). Ciliberti et al. further explore the ethical
dilemmas surrounding AI’s role in caring relationships,
emphasizing the importance of maintaining empathy and
trust even in digital therapy environments (24).
Preliminary and still limited data suggest that adolescents
and emerging adults represent the most frequent users of  
AI-based mental health services, particularly those aged
between 16 and 25 years (25,26). This demographic
cohort, having grown up in a technologically saturated
environment, naturally incorporates digital tools into nearly
all forms of communication. Feelings of physical isolation
among these individuals are often mitigated by superficial
but readily available virtual connections via smartphones
and video conferencing. Furthermore, this generation
spent a significant portion of its formative years under
lockdown during the COVID-19 pandemic, relying heavily
on remote and digital education systems (27). As a result,
a behavioral pattern has developed in which young people
exhibit a normalized comfort with digital platforms, even in

contexts that traditionally rely on in-person interaction, such
as psychotherapy.
This shift has led to an almost intuitive acceptance of AI-
based mental health tools, where therapeutic encounters
occur without direct physical presence. In contrast, adults,
particularly those less fluent in emerging technologies, may
struggle to communicate effectively with this cohort,
increasing the risk of a generational disconnect.
Nevertheless, active involvement of adults and
professionals in guiding adolescents toward evidence-
based digital interventions could yield long-term benefits
(22). Encouraging the use of clinically validated AI tools may
serve as a protective measure against reliance on
unregulated, potentially harmful content that is often more
accessible to young people. Introducing AI-assisted
psychotherapeutic tools in schools, under the supervision of
school psychologists, could help educational institutions
provide much-needed mental health support to a
generation that is already digitally literate. This approach
may increase access to care while addressing the shortage
of qualified professionals (28).
Ensuring that AI-based mental health systems comply with
data protection regulations and patient privacy laws is an
ethical imperative. Open questions remain regarding the
storage and access of sensitive data, including session
recordings: Where is the data stored? Who manages it? Who
has access? Can third parties utilize the data, and under
what conditions? Client privacy is especially vulnerable in
digital ecosystems where personal data is often stored in
cloud-based environments. These circumstances raise
legitimate concerns about the trustworthiness of technology
providers and their third-party collaborators. Furthermore,
safeguarding client confidentiality requires robust
encryption protocols and transparent governance
mechanisms to ensure that sensitive data is protected and
cannot be misused (28,29).

Online psychotherapy and the application of AI in
psychotherapeutic practice

The advent of digital psychotherapy has significantly
disrupted the traditional therapeutic "setting" based on
face-to-face encounters bound by physical space and
scheduled sessions. In digital formats, in-person attendance
is no longer a prerequisite, and therapy becomes more
flexible in terms of time and location. Therapists can now
accommodate clients across various time zones, ensuring
continuity of care regardless of geographical distance or
personal travel. One of the most significant breakthroughs is
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the decoupling of patients from their immediate local
mental health resources, thus removing geographic
limitations and expanding access to treatment (30,31).
Digital psychotherapy platforms enable individuals,
especially those in remote or underserved areas, to
engage in therapy that would otherwise be inaccessible
due to professional shortages or logistical barriers. These
innovations contribute to the democratization of mental
health care, aligning with principles of justice and equity,
and providing essential services to vulnerable populations
who are typically underrepresented in traditional care
systems (32,33).
For adolescents, digital therapy is often perceived as less
stigmatizing and more approachable than traditional in-
person models. AI interfaces do not evoke concerns about
hidden agendas and can help reduce shame associated
with discussing sensitive topics (34). Several AI-based
applications designed for adolescents with depressive
symptoms incorporate algorithms capable of identifying
linguistic markers of suicidality based on user interactions
with chatbots. These systems can recognize risk patterns
through language use, historical user data, or clinician-
provided metadata (35,36).
In some instances, AI has demonstrated a superior
capacity to detect high-risk scenarios compared to even
the most experienced therapists, due to its ability to
process and analyze data instantaneously (37).
Nonetheless, therapeutic responsibility must remain within
the scope of human professionals, given ethical, legal, and
clinical accountability (38,39). This highlights the
importance of a hybrid model in which AI assists with data
processing and risk assessment, while human therapists
provide nuanced clinical judgment, empathy, and ethical
oversight (40).
AI can serve as an auxiliary tool, flagging urgent situations
in real time and alerting the supervising therapist, who
remains actively involved in treatment decisions (41). The
absence of human oversight may result in
misinterpretation, misdiagnosis, or clinical harm,
analogous to iatrogenic consequences (42). Patients must
be fully informed about the role of AI in their treatment
and its implications. Informed consent and patient
autonomy must be upheld throughout the therapeutic
process. Ensuring transparency about the scope and
limitations of AI involvement is essential to maintaining
therapeutic trust (43).  

Limitations and critiques of AI use in psychotherapy

The application of artificial intelligence (AI) in
psychotherapy has drawn considerable and warranted
criticism. Firstly, many AI-based applications are
developed within commercial frameworks, raising
concerns about profit-driven motives. Suppose such
platforms are designed to generate misleading claims or
offer false promises of mental health improvement without
empirical support. In that case, they may cause significant
harm to users and hinder the future credibility of AI-
assisted interventions (44).
Even when platforms operate with the highest ethical
standards, therapy conducted with minimal clinician
oversight still poses substantial risks. At present, AI cannot
independently monitor patients or make clinical decisions.
While algorithms are practical in pattern recognition, they
cannot replace human intelligence. One of the most
significant limitations of AI is its inability to perceive and
process the emotional, symbolic, relational, and
anthropological dimensions of human communication. AI
operates strictly within empirical frameworks and lacks the
capacity for empathy, a core element of therapeutic
interaction (45).
For AI, the concept of empathy holds no evoked emotional
significance. Words that may appear neutral to an
algorithm can evoke strong emotional responses in
humans, underscoring the importance of context and
emotional resonance. In psychotherapy, language often
carries meanings far beyond the literal, and such nuances
are not interpretable by AI in their current form (46).
Additional concerns include the lack of robust evidence
supporting the diagnostic and therapeutic effectiveness of
AI tools, as well as their failure to embody humanistic
qualities necessary for meaningful engagement, such as
self-reflection, professionalism, reliability, and the ability to
recognize when a patient may be withholding or distorting
the truth. These are all fundamental attributes of the
psychotherapist, essential for ensuring ethical and
effective mental health care (44). The absence of
humanistic qualities increases the risk of oversimplification
and misdiagnosis, particularly when clients engage in self-
diagnosis without professional input (47). 
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The integration of artificial intelligence into adolescent
psychotherapy represents a promising yet complex
advancement in mental health care. While AI-assisted
tools offer potential benefits in accessibility, scalability,
and support for therapeutic interventions, they also
introduce significant ethical, professional, and clinical
concerns. The digital format may particularly appeal to
younger populations accustomed to technological
interaction; however, it cannot replace the empathic,
symbolic, and relational depth characteristic of human
therapeutic encounters. Adolescents, as digital natives,
may benefit from supervised AI applications when these
are integrated into existing mental health systems and
guided by qualified professionals. Nonetheless, AI systems
must be transparent, ethically designed, and subject to
strict data protection standards. Without sustained clinical
oversight and empirical validation of efficacy, AI-driven
psychotherapy remains an adjunctive, rather than a
substitutive tool in mental health care. Future research
must address long-term outcomes, ethical standards, and
the psychological integrity of digital interventions before
they are fully integrated into psychiatric practice.
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